A new stochastic formulation for synthetic hurricane simulation over the North Atlantic Ocean
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ABSTRACT

Hurricanes are among the most destructive weather phenomena in the United States (US) of America. Accurate modeling of hurricane trajectories, as they land ashore and approach the built environment, is important for public safety. This study presents a new stochastic model for the simulation of hurricane trajectories in the North Atlantic Ocean. Trajectory of the hurricane eye is modeled as a two-dimensional partially-correlated Brownian motion with drift term. Hurricane intensity is modeled as a second-order auto-regressive process, accounting for sea surface temperature.

The model is validated by comparing the numerically-generated hurricane tracks against historical records, derived from the HurDat database (NOAA, National Oceanic and Atmospheric Administration). Simulated hurricane arrival and landing rates along the US Eastern coastline are also examined to demonstrate model validity. Finally, performance-based wind engineering (PBWE) application is presented by comparing simulated hurricane wind speeds against ASCE 7-16 recommendations.

1. Introduction

Hurricanes are among the most destructive weather phenomena, which can cause severe damage to properties and loss of life due to strong winds and surge effects. In 2005, Hurricane Katrina caused 1833 fatalities and 108 billion USD property damage along the coast of the Gulf of Mexico. In 2012, Hurricane Sandy led to about 65 billion USD damage in the northeastern coastal region of the USA and even in the Ontario Province of Canada, which are usually not considered hurricane-prone areas. As a result, the severity of hurricane threat has motivated several studies, aiming to accurately forecast hurricane activity in both near and distant future. A short review of the most important models, currently employed for hurricane simulation in wind engineering, is provided in the following.

Georgiou first introduced a pioneering method to numerically model the hurricane wind field and to predict hurricane wind speed along the US Atlantic coastline [1]. Simiu proposed a “single-site” probabilistic model, using Monte Carlo simulation method, to compute hurricane wind speed as a function of five random quantities or parameters [2,3]. Subsequently, Vickery proposed an empirical hurricane track model [4,5], derived from linear statistical regression of a large hurricane database. This model has been comprehensively validated and widely used in civil engineering for long-term hurricane predictions; this seminal work led to many subsequent studies on hurricane wind speed forecast [6–9].

Currently, the Vickery’s method [4] is the most widely used approach for hurricane hazard simulation. For instance, the ASCE 7 design standard has adopted this model to provide the basic design wind speed in hurricane-prone regions of the USA and the wind hazard maps [10]. Based on Vickery’s pioneering hurricane model, several researchers have made further contributions to various application fields. For example, Vickery’s method has been adapted to other Ocean regions and to predict typhoon wind speeds along the northwestern Pacific coast of Asia [11]. This method has also been used to examine the potential influence of “climate change” on hurricane activities [12,13] and consequent effects on structural integrity and damage probability to buildings [14].

However, recent studies have indicated [14] that Vickery’s model parameters are, on occasion, difficult to determine by regression analysis due to a number of initial assumptions that are implicitly
2. Vickery’s empirical storm track model: review and study motivation

2.1. Track-model equations

Vickery’s model [4] is based on the following equations (Eqs. (1) and Eq. (2) below), which can be used to synthetically generate a sample of hurricane tracks:

\[ \Delta \ln c_{t+1} = a_i + a_j \psi + a_k \lambda + a_l \ln c_i + a_m \theta + \epsilon_i \quad (1a) \]

\[ \Delta a_{t+1} = b_i + b_j \psi + b_k \lambda + b_m \ln c_i + b_n \theta + b_o \phi + \epsilon_i \quad (1b) \]

\[ \ln(I_{t+1}) = c_i + c_j \ln(I_i) + c_k \ln(I_{t+1}) + c_l \ln(I_{t+2}) + c_m T_n + c_n \ln(T_{t+1}) + \epsilon_i \quad (2) \]

In Eq. (1a) and in Eq. (1b), respectively, \( a_j (j = 1, 2\ldots 5) \) and \( b_j (j = 1, 2\ldots 6) \) are coefficients that can be found by linear regression. The quantities \( \psi \) and \( \lambda \) are latitude and longitude of the hurricane eye position, \( c_i \) is hurricane translation speed at time step \( t \); \( c_m \) is the hurricane heading (direction) at time step \( t \) and \( \theta_{t-1} \) is the hurricane heading at time step \( t - 1 \). When hurricane heading is North, \( \theta = 0 \), and the limits of \( \theta \) are \(-180 < \theta \leq 180 \).

In Eq. (2), the relative intensity \( I [15] \) (defined at various time steps \( i, i - 1, \ldots \)) is used as a non-dimensional term that relates the actual hurricane pressure deficit \( \Delta p \) to the greatest possible central pressure deficit allowed by the “average climatology” of the hurricane season [4]. \( \Delta T_i \) is the SST (sea surface temperature) difference between time step \( i \) and time step \( i + 1 \), which is calculated as \( \Delta T_i = T_{i+1} - T_i \). Introducing SST into the model reduces some of the unexplained variability in the central pressure modeling [4]. The variations of heading and translation velocity between time step \( i \) and time step \( i + 1 \) are calculated from \( \Delta \theta \) and \( \Delta c \).

All the coefficients of the model equations in Eqs. (1) and (2) can be estimated by linear regression [4], using a database of historical track records (HurDat) that is maintained by the National Oceanic and Atmospheric Administration (NOAA). The coefficients are independently derived for each rectangular non-overlapping cell of extension \( 5\times5 \), subdividing the Atlantic Ocean region [4]. Moreover, the coefficients are different for east-heading and west-heading hurricanes. For the cells with insufficient historical data, the coefficients of a nearby cell can be used during hurricane simulation. The quantities \( \epsilon_i , \epsilon_j \) and \( \epsilon_k \) are linear regression residuals in Eq. (1a), Eq. (1b) and Eq. (2), respectively. More discussion on \( \epsilon_i \), \( \epsilon_j \) and \( \epsilon_k \) is presented in a subsequent section.

2.2. Decay model

Once a hurricane lands on the continent, the hurricane can no longer accumulate energy since the power source (sea) has been cut off. The friction between the hurricane system and the ground (land) reduces the hurricane strength. Consequently, the decay of hurricane intensity after landing needs to be modeled; this model, in its simplest form, is [4]:

\[ \Delta p(t) = \Delta p_0 \exp(-at) \quad (3) \]

The quantity \( \Delta p(t) \) is the hurricane central pressure deficit at time \( t \) (in hours) after landing. The quantity \( \Delta p_0 \) is the hurricane central pressure deficit at initial landing time (\( t = 0 \)). The parameter \( a \) is an exponential decay rate over time \( t \).

As explained by Vickery and Twisdale [16], \( a \) is a site-specific coefficient which can be related to central pressure deficit \( \Delta p \) as:

\[ a = a_0 + a_1 \Delta p + a_2 \]

The term \( \epsilon_i \) is a linear regression residual, which can be modeled as a normal random variable with zero mean. The model for the simulation of hurricane decay intensity, presented in [16], is used in this study. Even though several model updates are available in Eqs. (3) and (4) [e.g. 17], the original model has been widely used by researchers to simulate hurricane decay and it is believed to be acceptable for the purposes of this comparative study, since it enables other researches to replicate the simulations if desired.

The coefficients \( a_0, a_1 \) and the standard deviation \( \sigma_{a_0} \) of \( \epsilon_i \) are shown in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Region</th>
<th>( a_0 )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Florida Peninsula</td>
<td>0.006</td>
<td>0.00046</td>
<td>0.0025</td>
</tr>
<tr>
<td>Gulf-of-Mexico</td>
<td>0.035</td>
<td>0.00050</td>
<td>0.0355</td>
</tr>
<tr>
<td>Atlantic Coast</td>
<td>0.038</td>
<td>0.00029</td>
<td>0.0093</td>
</tr>
</tbody>
</table>

### 2.3. Georgiou’s gradient wind field model

When a hurricane approaches the continent, it is necessary to estimate the hurricane wind field in order to compute the hurricane’s effect on structures. The actual hurricane wind field can usually be obtained by aircraft reconnaissance observations. Aircraft typically record wind speeds at an elevation of 3000 m, higher than the gradient-level wind speed, which usually occurs between 500 m and 2000 m above the ground surface [18]. Mature hurricane gradient wind fields can be simplified as a large vortex accompanied by a translation motion. Therefore, the gradient wind speed, \( V_g \), can be decomposed into a rotational component, \( V_r \), and a translation component, \( V_t \), as shown in Fig. 1.

The rotational component \( V_r \) is assumed to be radially symmetrical about the hurricane eye; the magnitude can be described as a function of the distance \( r \) from the hurricane eye. The translation speed can be found from Eq. (1) in the track simulation. The gradient wind speed, using vector summation between rotational wind speed and translation speed, can be determined as described in Georgiou’s model [1]:
\[ V_\ell = \frac{1}{2} \left( \sin \alpha - f r \right) \]
\[ + \frac{1}{4} \left( \sin \alpha - f r \right)^2 + \frac{100 B R}{\rho} \left( \frac{R_{\text{max}}}{\rho} \right)^Y \exp \left( - \left( \frac{R_{\text{max}}}{\rho} \right)^Y \right) \]

In Eq. (5) \( c \) is the magnitude of the translation speed, \( \alpha \) is the relative angle between the hurricane heading and radial position, \( R_{\text{max}} \) is the radial distance from hurricane eye corresponding to maximum winds; \( R_{\text{max}} \) is calculated from [7]:
\[ \ln R_{\text{max}} = 2.63 - 0.000508(D\rho)^2 + 0.0394\psi + \epsilon_r \]
in which \( \epsilon_r \) is a normal random variable \( N(0, 0.40) \) for all latitudes.

The Holland parameter \( B \) in Eq. (5) is modeled as:
\[ B = 1.38 + 0.00184D\rho - 0.00309R_{\text{max}} \]

In the previous equations the quantities are expressed as: \( R_{\text{max}} \) and \( r \) in kilometers, \( D\rho \) in millibar, air density \( \rho \) in kg/m\(^3\); \( f \) is the Coriolis parameter in s\(^{-1}\).

2.4. Supplementary examination of Vickery’s method and study objectives

By reviewing Vickery’s method described above, it must be acknowledged that the three data-driven hurricane simulation equations, Eqs. (1) and (2), may not be sufficient to achieve the simulation accuracy demonstrated in [4].

The following adjustments or refinements must be incorporated into Vickery’s hurricane model:

- Two sets of parameters in Eqs. (1) and (2) are required for east-heading and west-heading hurricanes;
- Refinement of the longitude-latitude grid subdivision may be needed once more hurricane data become available close to coastline regions;
- Additional local modifications to the parameters may be necessary to improve hurricane model predictions for various coastal regions.

However, the general public has limited access to some useful information about grid refinement and parameter adjustment. It is on occasion challenging for other researchers to simulate hurricanes by replicating Vickery’s method. For these reasons, an alternative, novel approach, based on stochastic processes and inspired by Vickery’s method, is proposed in the next section.

3. Proposed hurricane tracking model based on Brownian motion

3.1. Simplification of Vickery’s method

Further examination of the regression coefficients in Eqs. (1) and (2) is performed. A detailed analysis of the historical hurricane database using Vickery's method has revealed that the overall correlation among the variables in Eq. (1) can be small. For example, Table 2 presents the Pearson linear correlation among the coefficients in Eq. (1).

Table 2: Pearson linear correlation among regression coefficients in Eq. (1).

<table>
<thead>
<tr>
<th>( \psi )</th>
<th>( \lambda )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \ln c_{1+1} )</td>
<td>0.0146</td>
<td>0.0028</td>
</tr>
<tr>
<td>( \Delta \theta_{1+1} )</td>
<td>0.0401</td>
<td>-0.0222</td>
</tr>
<tr>
<td>( \ln c_{1} )</td>
<td>( \theta_{1} )</td>
<td>( \theta_{1-1} )</td>
</tr>
<tr>
<td>( \Delta \ln c_{1+1} )</td>
<td>-0.1516</td>
<td>0.0334</td>
</tr>
<tr>
<td>( \Delta \theta_{1+1} )</td>
<td>0.0011</td>
<td>-0.3092</td>
</tr>
</tbody>
</table>

Regression data, used to determine the coefficients, are extracted from all historical hurricanes crossing the grid cell (80°-75°W, 25°-30°N).

The information in Table 2 suggests that both \( \Delta \ln c_{1+1} \) and \( \Delta \theta_{1+1} \) variables have very small correlation in comparison with geographic coordinates \( \psi \) and \( \lambda \), and the correlation between translation speeds \( \ln c \) and direction \( \theta \) is also limited. The correlation can be seen between each variable pair either at the current time step \( i \) or immediately preceding time steps. The correlation coefficients of \( \Delta \ln c_{1+1} \) and \( \Delta \theta_{1+1} \) between the other variables are all below 0.07.

After eliminating the nearly uncorrelated terms, Eq. (1) can be simplified to:
\[ \Delta \ln c_{1+1} = a_1 + a_2 \ln c_i + \epsilon_{1} \]
\[ \Delta \theta_{1+1} = b_1 + b_2 \theta_i + b_3 \theta_{i-1} + \epsilon_{2} \]

The previous equation and observations suggest that both \( c_1 \) and \( \theta_1 \) only depend on their previous state. Thus Eq. (1) is reduced to a Markov-chain model. It is plausible to simulate these variables, and consequently the hurricane tracks, through Brownian Motion models by eliminating the dependency on some of the variables. The current hurricane location can be simply related to the location at the previous time step. Moreover, Eq. (1) is based on polar coordinates, requiring all the coefficients \( a_i \) and \( b_i \) to be different for west-heading and east-heading hurricanes due to the Coriolis effect [4]. This complication may be alleviated by converting the original model to Cartesian (planar) coordinates. It is also useful to represent the model in terms of stochastic differential equations [19] and as a Markov-chain model.

\[ \begin{align*}
\frac{dU}{dt} &= \mu_{1}(\psi, \lambda) dt + \sigma_{1}(\psi, \lambda) dW_{1} \\
\frac{dV}{dt} &= \mu_{2}(\psi, \lambda) dt + \sigma_{2}(\psi, \lambda) dW_{2}
\end{align*} \]

In Eq. (9), the rectangular (Cartesian) components \( U \) and \( V \) of the hurricane translation speed along longitude (\( \lambda \)) and latitude (\( \psi \)) are two-dimensional (2D) correlated Wiener processes as a function of time \( t \). Quantities \( \mu_{1}(\psi, \lambda) \) and \( \mu_{2}(\psi, \lambda) \) are drift terms in the two directions (longitude and latitude, respectively), which represent the hurricane average acceleration components in the two directions. Quantities \( \sigma_{1}(\psi, \lambda) \) and \( \sigma_{2}(\psi, \lambda) \) are diffusion terms, describing the hurricane acceleration randomness in the two directions. The correlation between hurricane motions in the two directions is expressed in terms of “root-covariance” \( \sigma_{\psi}(\psi, \lambda) \) and \( \sigma_{\lambda}(\psi, \lambda) \), which represent the correlation coefficient.

Since Eq. (9) is based on Cartesian coordinates rather than polar coordinates as in Eq. (8), the correlation coefficient \( r(\psi, \lambda) \) is introduced to simulate the synchronized hurricane translation changes along both longitude and latitude direction.

W\(_1\) and W\(_2\) are uncorrelated standard Wiener processes [19]. It should be noted that uncertainty in the hurricane track translation, quantified as \( \epsilon_{1} \) and \( \epsilon_{2} \) in [4], is transformed into \( \sigma_{1}(\psi, \lambda) \) and \( \sigma_{2}(\psi, \lambda) \) in the new model.

3.2. Verifying hypothesis of Brownian motion for hurricane motion modeling

The Brownian motion theory states that probability distribution of any increment \( [U(t + \Delta t) - U(t)] \) exclusively depends on the duration \( \Delta t \) of the time interval (independent increments). This hypothesis can be expressed as follows:
\[ P_{\psi, \lambda}(\psi_\Delta, \lambda_\Delta) \equiv \int_{\Delta t} \mu_{1}(\psi, \lambda) d\tau \propto \Delta t \]
\[ P_{\psi, \lambda}(\psi_\Delta, \lambda_\Delta) \equiv \int_{\Delta t} \mu_{2}(\psi, \lambda) d\tau \propto \Delta t \]
3.3. Determination of hurricane track model coefficients

Fig. 3 presents the hurricane trajectory paths derived from the North Atlantic Hurricane Database (HurDat). The parameter calibration, as outlined above, is performed on the whole North Atlantic Ocean basin. Following the work by Vickery, the model coefficients are first derived by dividing the Atlantic Ocean region in rectangular non-overlapping cells of extension 5°×5°. In each cell, the hurricane motions are assumed as Brownian motion processes with independent increments. Since the time step length in HurDat is 6 hours, the time step increments employed for coefficient calibration and hurricane modelling will also be 6 hours.

Estimates of $\mu_\psi(\psi, \lambda)$, $\mu_v(\psi, \lambda)$ are computed by least squares fitting method, and $\sigma_\psi(\psi, \lambda)$, $\sigma_v(\psi, \lambda)$ and $r(\psi, \lambda)$ are derived from the residuals of the least squares fitting. $\sigma_\psi(\psi, \lambda)$, $\sigma_v(\psi, \lambda)$ and $r(\psi, \lambda)$ terms are all position dependent. Spatial interpolation [20] is subsequently used to compute the values of the coefficient between adjacent cells. For the cells with insufficient hurricane data, compromising the accuracy of the regression analysis, the coefficients are determined using linear extrapolation from the nearest cells.

Fig. 4 presents the values of the drift coefficients $\mu_\psi(\psi, \lambda)$ and $\mu_v(\psi, \lambda)$ for the entire North Atlantic region. The spatial distribution of $\mu_\psi(\psi, \lambda)$ is compatible with the hurricane motion trajectories presented in Fig. 3. In Fig. 4a, $\mu_\psi(\psi, \lambda)$ are slightly smaller than 0, and $\mu_v(\psi, \lambda)$ are slightly greater than 0 for the region with latitudes between 5–15°N and longitude between 65–35°W. This trend indicates that, in the tropical regions, hurricanes tend to move north-west at low translation speeds until they reach an offshore area near the coast. In the intermediate-latitude offshore regions between 15–30°N, both $\mu_\psi(\psi, \lambda)$ and $\mu_v(\psi, \lambda)$ are greater than 0; consequently, hurricanes tend to veer their heading to northeast and accelerate, thus increasing the translation speeds. In high-latitude offshore regions above 30°N, $\mu_\psi(\psi, \lambda)$ are greater than 0.4 and $\mu_v(\psi, \lambda)$ are smaller than −0.3; therefore hurricanes tend to decelerate rapidly in the latitude direction. At a later stage, hurricanes are normally dispersed over cold water. The regression results for the diffusion parameters $\sigma_\psi(\psi, \lambda)$, $\sigma_v(\psi, \lambda)$ and $r(\psi, \lambda)$ are plotted in Fig. 5; they follow the same trends as the drift coefficients. The trajectory variability is low at the low latitudes, where most historical data points are available during the first stages of hurricane motion; on the contrary standard deviations and root covariances increase in the regions above 30°N as the hurricanes enter colder regions and data records tend to be sparser.

3.4. Hurricane track model simulation results

Using the coefficients in Figs. 4 and 5 and the hurricane initial position, sampled from historical hurricane records, hurricane tracks can be numerically generated by Eq. (9). As an example, 100 synthetic hurricane tracks are plotted in Fig. 6. Visual inspection against historical hurricane tracks [13] and similar projections provided by other researchers [13,20] indicates that the proposed simulation algorithm is...
an effective, simple alternative to Vickery’s method. More detailed comparison will be further discussed in Section 5.

The rare events or phenomena, such as hurricane veering, can be simulated through the cases with sequential extreme values of \( \varepsilon, \sigma \) or \( \mu, \sigma, r \) generated by Monte Carlo method, causing hurricane track direction changing continuously. By examining 100-year hurricane simulation with 1321 synthetic hurricane tracks, there are total 8 hurricane veering cases, thus the associated probability is roughly around 0.6% (see Fig. 7).

4. Hurricane intensity modeling

Unlike hurricane trajectory tracking, described in the previous subsection, hurricane intensity (hurricane eye pressure deficit) is difficult to predict since it results from heat exchange and interaction between sea water and surrounding air. From the standpoint of civil engineering design, it is however plausible to examine the hurricane intensity from a statistical and risk perspective regardless of actual physical dynamics.

As indicated in [4], Eq. (2) alone cannot accurately predict hurricane intensity. As a result, additional parameters are usually necessary to adjust the hurricane intensity computations [20,4]. In this paper an approach based on auto-regressive (AR) model formulation is proposed. The idea is presented in Eq. (11) below. An AR(2) process, with \( \varepsilon \) error term, is used to reproduce the stochastic properties of hurricane intensity and its variation over sea surface at time step \( i \); this yields:

\[
\Delta I = c_0 + \sum_{j=1}^{2} \phi_j \Delta I_{i-j} + c_i T_{i,i} + \varepsilon_i
\]

The calibration of the coefficients in Eq. (11) is obtained from standard Yule–Walker equations. However, a preliminary regression analysis of \( T_i \) is performed to determine the \( c_0 \) and \( c_i \) by precluding the SST effects from hurricane intensity. The adjusted hurricane intensity is
defined as $\Delta I'_j = I_i - c_0 - c_i T_{ij,0}$ and Eq. (11) is modified to a standard AR(2) model, enabling the estimation of the $\phi_j$ parameters.

$$
\Delta I'_j = \sum_{j=1}^{2} \phi_j \Delta I'_{i-j} + \epsilon_j. 
$$

By precluding the SST effects from hurricane intensity, the intensity model in Eq. (12) can incorporate possible climate change caused by SST increasing in a projected warming climate. However, it should be admitted that climate change can affect hurricane intensity, as well as translation, in many aspects. [21,22] showed that hurricane intensity depends on many environmental variables, such as deep-layer mean vertical shear and mid-level relative humidity besides SST. [23] pointed out that hurricane genesis are affected by relative humidity, vertical shear and absolute vorticity. [6] simulated the hurricane tracks through a Markov-Chain model, which includes the veering wind effects on hurricane paths. Therefore, the hurricane patterns modeled from historic records may significantly change under climate change effect, because the environmental variables mentioned above may also change simultaneously, which exceed the capacity of the proposed model in this study.

Fig. 8 presents the normalized temporal auto-correlation (Yule–Walker equations) of the adjusted hurricane intensity time series for all historical hurricanes, which have entered the grid cell (80–75°W, 25–30°N).

Similar to the hurricane tracks, the hurricane intensity coefficients in Eq. (11) are found through the historical hurricane intensity changes recorded in each 5° x 5° grid cell and assigned to the cell center. A two-dimensional interpolation is used to determine the value of the coefficients at other locations besides cell centers.

Fig. 9 illustrates an example of 1000 synthetic simulations of hurricane pressures, traveling along the same trajectory as Hurricane Andrew (1992). The actual pressure deficit of Hurricane Andrew is plotted as a thick solid line in Fig. 9. It is noted that hurricane intensity decays (i.e., central pressure slightly increases) on August 24, 1992 as the storm crosses the Florida peninsula; a second hurricane intensity decay stage is also present after August 26 (larger central pressure increment) as the storm makes final landfall along the coast of the Gulf of Mexico.

After combining the hurricane track simulation model in Section 3 and the hurricane intensity model in Section 4, hurricane activities in the North Atlantic Ocean can be replicated and predicted by Monte Carlo sampling. The initial “birthplace” of a hurricane is randomly sampled from the HurDat Database, shown in Fig. 10. The overall Hurricane frequency in the North Atlantic Ocean basin is represented as a Negative Binomial process [4]. After landing, the hurricane intensity decay model presented in Section 2.2 is adopted in this study.

5. Model validation

In order to verify the adequacy of the proposed hurricane simulation method, one century (100 years) of hurricane activities are numerically generated. Results are compared against the HurDat records. The comparison method is adapted from [4]. The mean and standard deviations of the simulated vs. real hurricanes are cross-examined as they land in the proximity of the mileposts (MPs) [4], shown in Fig. 11, along the US Atlantic coastline. The MP numbering starts from the USA-Mexico border and progressively increases; distance between two consecutive MPs is 500km.

Fig. 12a) summarizes hurricane landing frequency at various MPs. Adequate correspondence can be observed, confirming that synthetic hurricane frequency and landing position are compatible with historical records. Figs. 12b) and c) illustrate the mean and RMS values of the hurricane center translation speeds in the latitude and longitude directions at all MPs. An overall agreement of both mean and RMS values can be noted in all the panels of Fig. 12. Although some differences exist in the RMS values between simulated hurricane translation speed and the HurDat records, the proposed hurricane simulation algorithm is adequate and sufficiently accurate. The large RMS deviation between historic longitude speeds and simulated results may be due to the coarse

Fig. 7. 8 hurricane veering cases among 100 year simulation.

Fig. 8. Normalized auto-correlation of hurricane intensity traveling through the grid cell (80–75°W, 25–30°N).

Fig. 9. 1000 simulations of hurricane central pressures along the trajectory of Hurricane Andrew.

Fig. 10. Hurricane genesis locations in the North Atlantic Ocean.
Fig. 11. Locations of MPs along the US Atlantic coastline.

Fig. 12. Validation of simulated hurricane occurrence rate and translation speeds at landfall.
grid size (5’ × 5’); a refined grid will be implemented in future study.

Similarly, Fig. 13 compares the central pressure of major hurricanes (pressure deficit Δp ≥ 30 MPa) at various MPS; the figure confirms that simulated hurricane intensity matches with the historical hurricane records along the US eastern coastline.

For validation purposes, the Kolmogorov–Smirnov goodness-of-fit test [24] is performed at each MP to compare the simulated hurricane translation speed and central pressure results against the HurDat data set. The p-values from the test results are illustrated in Fig. 14. The three statistical tests, conducted on latitude and longitude translation speeds and pressure deficit at landfall on all MPs, pass at the 0.001 significance level. Small differences are reasonable for the purposes of this study, also because both simulated and real hurricanes are random processes and the HurDat hurricane information was often incomplete during the early stages of the project. Most disparities can be found from MP 20 to MP 40, which may be influenced by the complex coastline configuration around the Florida peninsula. It is possible to
improve the simulation accuracy by refining the grid and cell size during the calibration of the coefficients in Eq. (9). It should also be noted that the hurricane simulation cannot perform as accurately as Vickery’s model since additional calibration of extra regional coefficients is necessary according to [4].

6. Application of hurricane simulation results

One of the most important applications of hurricane simulation results is related to PBWE. As illustrated in the Davenport Chain, shown in Fig. 15, analysis of wind speeds from local wind climate is always the first step of wind engineering design. Hurricane simulation results can provide complete probabilistic description of wind speed distribution instead of design wind speed values at selected, pre-fixed return periods (typical of the prescriptive design philosophy). Probability distributions are necessary for structural design to meet special performance requirements and flexible demands [25–27].

In this study, 20,000 years of hurricane simulation results are repeated; results are extracted for Miami, Florida (25.78° N, 80.21° W) as an example. During the 20,000-year simulation, there are 13687 years when hurricane activity is recorded within the influence region 300 km around Miami, yielding an annual average hurricane landing probability \( P(HI) = \frac{13687}{20000} = 0.684 \). From each year, in which hurricane landing is numerically predicted, the maximum gradient wind speeds and the associated wind directions are extracted. Results are plotted in Fig. 16. The hurricane gradient wind speeds are calculated for each hurricane according to Georgiou’s wind field model, demonstrated in Section 2.3. In Fig. 16a, the histogram of the wind speed annual maxima and corresponding probability density function (PDF) are presented. The Weibull distribution model can adequately replicate the distribution of hurricane wind speeds [29,2]. Fig. 16b illustrates the distribution of hurricane wind direction and the corresponding PDF model, derived as a mixture of von Mises angular distribution models [30].

The probability distributions of wind speeds can readily be derived for various locations along the US eastern coastline, such as Tampa, Florida in Fig. 17, New Orleans, Louisiana in Fig. 18, Norfolk, Virginia in Fig. 19 and New York, New York in Fig. 20. This information can later be used within the Davenport Chain to evaluate the structural performance under random wind load excitation.

Hurricane simulation results can be employed to estimate the design wind speeds associated with various return periods in hurricane-prone regions as follows:

\[
\frac{1}{1 + \frac{1}{N}} = [1 - F_v(v)]P(HI)
\]

(13)

In the previous equation \( N \) is the return period in years, \( F_v(v) \) is the cumulative distribution function (CDF) of hurricane wind speed \( v \) within the influence region of a specific location, conditional on the landing of at least one hurricane in that year. \( P(HI) \) is the annual probability of at least one hurricane having landed around the given area.

According to Eq. (13) and the simulation results, the wind speeds associated with 7 different return periods...
The gradient-to-surface wind speed conversion factor is taken from [32]. The design wind speeds suggested by ASCE-7 [31] are also displayed in Table 3. For high latitude areas, such as Norfolk and New York, the hurricane simulated wind speeds for short return periods \((N = 10, 25)\) years) are smaller than the ASCE-7 design wind speeds, because other, non-hurricane wind events predominantly contribute to the PDF as opposed to hurricanes. In the case of intermediate return periods \((50 \leq N \leq 100)\) years), the simulated results are usually compatible with ASCE-7 provisions at both high and low latitudes. However, for the longer return periods \((300 \leq N \leq 1700)\) years), the simulated results are generally larger than the ASCE-7 results. One plausible reason for this difference is that, for such small-probability events, there are very few valid hurricane occurrences. Therefore, the design wind speeds for longer return periods largely depends on the selection of the distribution model. The one proposed in this study (Weibull distribution) is likely different from the model employed by ASCE-7. Nevertheless, hurricane contribute significantly to the extreme wind levels along the US coastline [33], and additional studies should be devoted to the examination of hurricane wind speed simulation methods and distribution probability models.

7. Conclusions

In this study, a new synthetic hurricane simulation algorithm is presented. The method uses a two-dimensional correlated Brownian motion process to model the hurricane tracks in Cartesian coordinates. In contrast with existing data-driven hurricane simulation approaches, calibration of fewer model coefficients is needed. Furthermore, separation of the model coefficients into two sets, depending on hurricane heading (westward or eastward), is avoided. An auto-regressive model is employed to describe hurricane intensity (central pressure deficit), preserving information from previous simulation steps rather than directly computing the intensity from an empirical linear equation. The proposed algorithm reduces the complexity of the simulation process. The comparison with historical hurricane records suggests that the proposed method is a valid alternative to the current hurricane simulation approach [4]. At last, application of hurricane simulation results is discussed in the context of performance-based wind engineering; the synthetically-generated hurricane wind speeds at hurricane-prone region associated with different return periods are compared to ASCE-7 design wind speeds to ensure the structural engineering applicability of the proposed hurricane simulations.
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Table 3
Estimated 10-min hurricane wind speeds (m/s) at 10 m above ground in open terrain at selected locations along US coastline as a function of return period $T$.

<table>
<thead>
<tr>
<th>Location/Return period [years]</th>
<th>Miami, FL</th>
<th>Tampa, FL</th>
<th>New Orleans, LA</th>
<th>Norfolk, VA</th>
<th>New York, NY</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 10$</td>
<td>24.2</td>
<td>24.1</td>
<td>21.3</td>
<td>21.8</td>
<td>21.2</td>
</tr>
<tr>
<td>$T = 25$</td>
<td>30.4</td>
<td>32.2</td>
<td>25.6</td>
<td>25.9</td>
<td>23.2</td>
</tr>
<tr>
<td>$T = 50$</td>
<td>34.7</td>
<td>34.5</td>
<td>28.5</td>
<td>29.1</td>
<td>25.3</td>
</tr>
<tr>
<td>$T = 100$</td>
<td>37.7</td>
<td>38.6</td>
<td>31.5</td>
<td>31.8</td>
<td>26.6</td>
</tr>
<tr>
<td>$T = 300$</td>
<td>42.3</td>
<td>44.7</td>
<td>35.3</td>
<td>35.8</td>
<td>29.4</td>
</tr>
<tr>
<td>$T = 700$</td>
<td>45.5</td>
<td>49.1</td>
<td>38.0</td>
<td>38.8</td>
<td>32.0</td>
</tr>
<tr>
<td>$T = 1700$</td>
<td>49.0</td>
<td>53.5</td>
<td>40.4</td>
<td>41.2</td>
<td>34.7</td>
</tr>
</tbody>
</table>

Case #: reference value derived from ASCE 7 [31].
Case #: simulated design wind speeds.